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Abstract 

This study examines the efficacy of artificial intelligence (AI) in creating parallel test 
items compared to human‑made ones. Two test forms were developed: one consist‑
ing of 20 existing human‑made items and another with 20 new items generated 
with ChatGPT assistance. Expert reviews confirmed the content parallelism of the two 
test forms. Forty‑three university students then completed the 40 test items presented 
randomly from both forms on a final test. Statistical analyses of student performance 
indicated comparability between the AI‑human‑made and human‑made test forms. 
Despite limitations such as sample size and reliance on classical test theory (CTT), 
the findings suggest ChatGPT’s potential to assist teachers in test item creation, reduc‑
ing workload and saving time. These results highlight ChatGPT’s value in educational 
assessment and emphasize the need for further research and development in this area.
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Introduction
ChatGPT reached approximately 180.5 million users 5 days after its launch in November 
2022 (Shewale, 2024). This achievement starkly contrasts with Instagram, which took 
two and a half months to reach a similar number, and Netflix, which took three and a 
half years to accumulate 1 million users. This rapid growth is partly attributed to its nat-
ural language processing (NLP) capabilities, simplifying user interactions by eliminating 
the need for complex programming language. Users receive responses in natural lan-
guage in a conversational form akin to interacting with other individuals.

Moreover, ChatGPT’s versatility has aroused the interest of professionals across vari-
ous fields, prompting them to explore its potential applications within their respective 
domains. Its ability to engage users on diverse topics and address their varied questions 
and needs has made it particularly appealing. ChatGPT has been utilized in educational 
contexts, including in the creation of assessment items to meet the demands of continu-
ous testing and frequent evaluations.

*Correspondence:   
kmo@dongduk.ac.kr

1 Dongduk Women’s University, 
60 Hwarang‑ro 13‑gil, 
Seongbuk‑gu, Seoul 02748, 
South Korea

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40468-024-00291-3&domain=pdf
http://orcid.org/0000-0002-0629-0112


Page 2 of 17O  Language Testing in Asia           (2024) 14:19 

In educational settings, there has been a growing demand for the rapid generation 
of assessment items to accommodate continuous testing requirements (Kurdi et  al., 
2019). This shift has posed challenges to traditional test item creation methods and to 
the maintenance of test item bank stability (Circi et al., 2023). Finding high-quality test 
items has consistently proven difficult, with the manual creation of items being time-
consuming and costly (Gehringer, 2004).

Similarly, the creation of teacher-made tests for classroom use faces limitations due to 
restricted financial and human resources. Many teachers encounter difficulties designing 
quality items for each assessment, often resorting to item reuse across terms (Gehringer, 
2004; Wellberg, 2023). However, this practice may lead to issues such as students memo-
rizing answers without engaging with the content and the risk of cheating through item 
over-exposure (Circi et al., 2023; Gehringer, 2004).

Given the significant implications of classroom assessments on students, particularly 
in secondary education, where they can influence postsecondary pathways, the need 
for robust and diverse item banks becomes apparent. Recognizing this need for item 
development, employing technological assistance to alleviate the burden on teachers 
appears to be a logical progression (Aryadoust et al., 2024; Settles et al., 2020; Swiecki 
et al., 2022). Inspired by this necessity, this study investigates whether ChatGPT 3.5 can 
help teachers design tests. Specifically, the study examines whether artificial intelligence 
(AI) assisted test forms can mirror human-made test forms. Consequently, two research 
questions have been formulated for the study:

Are the contents of each test item in the AI-human-made and human-made test forms 
parallel?

Are the AI-human-made and human-made test forms parallel?

Literature review
ChatGPT and chatbots in the field of language learning and assessment

ChatGPT, one of the most advanced and capable AI chatbots, was developed for users’ 
conversational interactions by OpenAI, a nonprofit organization founded in 2015. 
OpenAI’s development of ChatGPT aimed to create an advanced artificial intelligence 
chatbot capable of natural and coherent conversation, serving various purposes such 
as assisting users, providing information, and facilitating communication. As the most 
recent advancement within the systems category called “chatbots” (Taecharungroj, 
2023), the essence of AI chatbots is rooted in employing natural language processing 
models, which enable computers to comprehend human language (Nagarhalli et  al., 
2020). Due to its ability to engage in natural and coherent conversations with users and 
its resourcefulness in diverse areas, many users have employed and studied its appli-
cation across various sectors. ChatGPT has made its presence known to learners and 
instructors, and the advantages of using AI-based chatbots in the field of language learn-
ing and testing have been extensively explored.

Firstly, the chatbot aids in assessing and practicing aural and oral language skills. 
According to Aryadoust et  al. (2024), creating reliable and beneficial listening assess-
ments is often costly, cumbersome, and labor-intensive, leading many teachers to adopt 
commercialized tests. Moreover, selecting appropriate listening materials for students 
can pose challenges. In such cases, teachers can utilize AI-based tools to customize 
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natural conversational test tasks with multimodal materials for their students (Jeon et al., 
2023). Although ChatGPT does not directly process spoken input, learners can utilize 
external speech recognition services to transcribe spoken language into text. ChatGPT 
then leverages this text input to provide feedback and responses. Furthermore, learn-
ers can potentially benefit from ChatGPT’s capability to engage in text-based exchanges 
resembling written conversations. Although ChatGPT currently lacks the ability to rep-
licate the fluidity and nuances of natural spoken language, it can still provide learners 
with opportunities for practice sessions and prompt feedback, albeit in a written format. 
This functionality serves as a viable alternative to tutoring (Hong, 2023) and promotes 
autonomous learning experiences (Jeon et al., 2023).

Secondly, AI-powered tools, including ChatGPT, significantly impact essay scoring 
and feedback. Chatbots can be preprogrammed with consistent and objective models 
(Kooli, 2023; Pranav, 2022), enabling the assessment of test takers’ responses based on 
predetermined rubrics (Abida et  al., 2023). While ChatGPT may occasionally misin-
terpret information and inadvertently introduce biases, which may go unnoticed, with 
responsible usage, users may mitigate such errors and biases (Meyer, et al. 2023). Moreo-
ver, chatbots can analyze the content and structure of learners’ responses and identify 
errors within a short timeframe. This instantaneous feedback enables instructors to sup-
port learners in enhancing the quality of their writing and learning outcomes (Benali, 
2021) while alleviating the burden of excessive grading (Abida et al., 2023; Thao, 2023).

Lastly, AI-powered tools can automate the generation of test items and learning 
assessments. ChatGPT can automate assessments, including continuous feedback-inte-
grated assessment (Rudolph et al., 2023) and the generation of test items with original 
reading passages (Shin & Lee, 2023) or listening scripts (Aryadoust et al., 2024). The AI-
powered item generation has attracted considerable interest among researchers in the 
field of language learning and assessment.

AI item generation

Although the terms “AI Item Generation” and “Automatic Item Generation” (AIG) may 
sometimes be used interchangeably because both approaches employ computer algo-
rithms for item generation, they can be slightly different. Item generation using AI 
typically employs advanced natural language processing techniques for generating text-
based items that do not rely on psychometric models (Gierl et al., 2012) as AIG does. 
AIG focuses on psychometric principles for generating test items, suggesting that, in 
automatic item generation, constructing test items adheres to established cognitive 
models, representing the knowledge and skills necessary to be measured. Test develop-
ers analyze and break down the logical reasoning process when formulating cognitive 
models (Pugh et  al., 2016). This data is then put into a computer program with algo-
rithms to produce test items (Pugh et al., 2016). This method generates test items using a 
consistent stem, typically in multiple-choice questions, with variations based on prede-
termined topics (Gierl et al., 2012).

Many items can be generated for a specific topic based on a single cognitive model 
(Gierl et al., 2012), and the models are standards in measurement theories, allowing the 
developed tests to serve the assessment purposes of validity, reliability, fairness, and 
quality. Moreover, AIG is known to make test and assessment development easier by 
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making it quicker to create items, reducing the cost of item creation, helping to continu-
ously and rapidly develop a large pool of items, and tailoring items to fit individual learn-
ing needs for better outcomes (Circi et al. 2023).

Despite the advantageous features of AIG, the practical application of AIG in class-
room settings poses challenges for educators. The complexity lies in teachers needing to 
conceptualize the test model, deconstruct assessment domains, scrutinize test specifica-
tions, and translate natural language descriptions into computer algorithms. In contrast, 
AI item generation using ChatGPT has many strengths. With the aid of natural language 
processing (NLP) techniques, educators can readily generate test materials by input-
ting prompts directly into the text input field provided on the platform. A fundamental 
objective of AIG, which is to efficiently offer test takers unique yet conceptually aligned 
assessments (e.g., Pugh et  al., 2016), appears to be achievable for classroom teachers 
through ChatGPT.

Furthermore, ChatGPT can generate coherent and contextually appropriate prompt 
responses (Brown et  al., 2020). These responses can demonstrate lexical and syntac-
tic sophistication (Aryadoust et al., 2024), enabling test developers to customize items 
according to the proficiency levels of diverse test takers (Vajjala & Meurers, 2012). How-
ever, since ChatGPT is not specifically tailored for psychometric purposes, additional 
considerations and adaptations may be necessary to ensure the suitability and validity of 
generated test items for assessment purposes.

Test item generation and ChatGPT

Due to the recent introduction of ChatGPT, there has been limited research so far. How-
ever, researchers have increasingly become interested in exploring its potential applica-
tions, some of which will be discussed in this paper.

Aryadoust et al. (2024) investigated the potential of ChatGPT 4 in developing listen-
ing assessments to resolve the complexity and high costs of creating tests for individu-
als with varying proficiency levels. Prompt engineering and fine-tuning techniques were 
employed to create listening scripts and test items catering to various proficiency levels, 
encompassing academic, low, intermediate, and advanced levels, with 24 topics selected 
from academic listening tests to ensure consistency in the study. Two analyses were per-
formed to analyze the output quality: one focused on the words in the scripts using Coh-
Metrix and Text Inspector, and the other examined how different the topics were and if 
there was any overlap in the test questions. The findings suggest that although ChatGPT 
4 consistently developed scripts with noticeable differences in wording, the resulting test 
questions were frequently lengthy and showed similarities in meaning between choices, 
which were affected by the topic. The study demonstrates the current stage of ChatGPT 
in test generation, indicating that although the application can reduce test development 
expenses, it still necessitates human supervision and expertise in refining prompts.

Kiyak, Coşkun, Budakoğlu, and Uluoğlu (2024) explored utilizing ChatGPT for gen-
erating case-based multiple-choice questions in medical studies. For the study, the 
researchers generated 10 multiple-choice questions on hypertension. Two of the 10 were 
selected by an expert panel and used without revision on a medical school exam admin-
istered to 99 medical students. Based on the data gathered, the researchers reviewed 
the psychometric characteristics based on classical test theory (CTT), including item 
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difficulty, item discrimination, and functionality of the options. The two items exhib-
ited acceptable levels of item discrimination, suggesting the potential of ChatGPT in 
test development. While the study has limitations due to its narrow scope of analyzing 
only two test items and including some non-functional options, it suggests that Chat-
GPT could facilitate test-making. This work was immediately followed by Kiyak and 
Kononowicz (2024), who developed a customized version of GPT called the Case-based 
Multiple-Choice Question (MCQ) Generator to serve the practical needs in medical 
education for saving time and managing ChatGPT’s exposure to limited medical con-
text. The case-based MCQ Generator, trained through the use of GPT Builder, allows 
test developers to generate case-based MCQs easily. The benefits include enhanced effi-
ciency in MCQ generation and the creation of contextually relevant questions surpass-
ing standard ChatGPT capabilities. As Kiyak and Kononowicz demonstrate, researchers 
in language assessment can also develop test item generators with ChatGPT for various 
assessments in their field.

Shin and Lee (2023) assessed ChatGPT’s potential in producing second language 
assessment materials comparable to those crafted by human experts. For human-made 
test materials, they used five reading passages and multiple-choice questions extracted 
from the English section of South Korea’s College Scholastic Ability Test (CSAT), and 
AI-made test materials were generated using ChatGPT. For the study, a Likert-scale and 
open-ended survey was administered to 50 pre- and in-service teachers to measure their 
perceptions of the readings and testing elements. The findings showed that although the 
CSAT and ChatGPT-generated readings were perceived similarly in their natural flow 
and expressions, the CSAT readings were considered to have more appealing multiple-
choice options and better quality in testing items. Through the study, the researchers 
suggest that ChatGPT has the potential to assist EFL teachers in generating reading pas-
sages and testing items, significantly reducing their workload. Additionally, they suggest 
that teachers should actively participate in revising the generated materials, considering 
the current limitations of ChatGPT.

Intrigued by the valuable aspects of ChatGPT, specifically about the test item genera-
tion, this study has been designed to investigate whether ChatGPT can function as a 
helpful tool for an instructor designing a TESOL achievement test in the field. This study 
examines whether an AI-assisted test form can parallel the human-made achievement 
test form.

Methodology
Participants and setting

The participants of this study were 43 students from a TESOL theory course titled Mate-
rials and Methods in ELT. The course, taught by the researcher,  was offered in the fall 
semester of 2023 at a women’s university in Seoul, South Korea. It aimed to provide 
third-year English-major students with knowledge and understanding of second-lan-
guage teaching methods and materials. All 43 of the registered students participated in 
this project by taking the final test, which was a planned part of their educational cur-
riculum. The students were informed about and consented to the use of the test data for 
research purposes.  The test data  were recorded in a way that ensured participants 
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could not be  identified directly or through any related identifiers. Among the partici-
pants, thirty-seven participants were English majors, predominantly juniors, with a few 
seniors and sophomores. Additionally, six students were double majoring in English.

Alongside the 43 students, 3 female professors agreed to participate in analyzing the 
test content for parallel forms. All three raters have expertise in second language acqui-
sition theories and English language teaching materials courses, with two holding mas-
ter’s degrees and one a doctoral in TESOL. Each individual possesses over 20 years of 
teaching and assessing experience at their respective educational institutions.

Instrument

Final test with 20 existing items and 20 new items

The final test for this study, administered in the fall semester of 2023, consisted of 40 
items from two test forms. One form, containing 20 test items from the final test for the 
course administered in the fall semester of 2021, is dubbed Test A. The other form, com-
prising an additional 20 new test items from a parallel form created specifically for this 
study, is named Test B. Test A, the 2021 fall semester final test, included 10 true–false 
items and 10 multiple-choice items designed to assess students’ knowledge in the course, 
covering contents related to teaching English listening, speaking, writing, and integrated 
skills. The 20 new test items for Test B were developed to reflect the test specifications of 
each item in Test A.

Item generation with the assistance of Chat‑GPT

Item generation for Test B was conducted with the assistance of ChatGPT 3.5. In parallel 
and based on Test A, the 20 new items in Test B also consisted of 10 true–false and 10 
multiple-choice items.

For true–false test items, AI-generated test items required almost no revision when 
prompted to create multiple true or false statements based on the sample statement 
derived from each existing test item. The test designer merely selected a statement from 
the various statements that ChatGPT provided. Consequently, designing 10 true–false 
items using ChatGPT was relatively simple, primarily involving the test designer choos-
ing one option among several options generated by the AI. This efficiency can be attrib-
uted to the straightforward format of true–false questions and ChatGPT’s capability to 
offer multiple options (see Fig. 1).

On the other hand, the multiple-choice test items required more complex procedures 
than the true–false test items due to the unsatisfactory quality of those generated by AI. 
Thus, each multiple-choice test item design necessitated additional steps involving fur-
ther manipulation by the researcher.

Initially, distractors were created. ChatGPT was prompted to generate multiple state-
ments based on the specific content covered and assessed in each test item from the 2021 
fall semester final test. For example, to design a test item inquiring about “the character-
istics of unskilled and skilled listeners,” the AI was given the following prompt: Based 
on the following information: (Insert class contents about unskilled listeners), design 10 
statements similar to the following statement: “Unskilled listeners often ignore previous 
knowledge and context due to mishearing.” Subsequently, the AI provided 10 statements 
describing the characteristics of unskilled listeners suitable for use as distractors.



Page 7 of 17O  Language Testing in Asia           (2024) 14:19  

Next, keys were generated. The AI tool was prompted to design multiple parallel keys 
referencing a key from the same multiple-choice item from the 2021 fall semester final 
test. For example, the following prompt was given: Based on the information provided 
(Insert class contents about skilled listeners), design multiple statements similar to the 
following: “Skilled listeners seek contextual cues when there are problems in decoding.”

The researcher finally developed a multiple-choice test item by selecting the three 
best distractors from 10 statements about unskilled listeners and one key from a few 
statements describing skilled listeners. In this manner, each multiple-choice item was 
designed by reviewing several provided distractors and keys, making minimal changes if 
necessary.

Through this iterative process, 10 multiple-choice items were constructed through 
human-AI collaboration. While this method of designing multiple-choice test items 
was more time-consuming than creating true–false questions, it was perceived by the 
researcher/test designer to be less burdensome and laborious than previous test design 
procedures without using an AI tool.

Procedure

Raters’ parallel form analyses of the test content

Before test administration, three independent TESOL professors reviewed 20 sets of 
paired questions, each comprising one item from the newly generated parallel form (Test 
B) and one from the existing test form (Test A). The three raters were asked to indepen-
dently complete a questionnaire with 20 Likert-type items to investigate whether the two 
sets of 20 test items in each test form were designed to measure identical test specifica-
tions for specific TESOL contents. If each test item in Test A is judged to be parallel with 
its corresponding test item in Test B, the raters were instructed to choose the option 
’strongly agree’ and assign it a rating of 5, indicating the highest level of parallelism. Oth-
erwise, they were to select the option ’strongly disagree’ and assign it a rating of 1, denot-
ing the lowest level of parallelism, on a Likert-type scale ranging from 1 to 5. They were 

Fig. 1 Sample prompt and ChatGPT’s true–false question output



Page 8 of 17O  Language Testing in Asia           (2024) 14:19 

not informed in advance that one of the two tests was designed with the assistance of 
ChatGPT.

Test administration

All 40 items from Tests A (20 items from the 2021 fall semester final test) and B (20 
new items generated with the assistance of ChatGPT) were entered into the university’s 
Learning Management System (LMS) for computer-based test administration during 
class time. The 40 test items and test item distractors were scrambled in random order 
for each participant, and the LMS system did not allow the test takers to reenter the sys-
tem once they finished and submitted their test.

The test was administered to the participants for an hour using the school’s computers 
in a classroom large enough for about 80 students. Each of the 43 students was assigned 
a designated seat with a computer and keyboard, with the seat next to each left empty. 
The researcher served as a proctor, monitoring the process at the back during the test 
administration. Students were permitted to leave the room only upon completion of the 
test.

Data analysis

Data analysis was conducted using EXCEL and SPSS 29 with the R 4.3.2 extension. 
Before data collection, the internal consistency of Test A was examined using student 
test results from the 2021 fall semester final test. The calculated Cronbach’s alpha value 
for the scale was 0.79, exceeding the minimum internal consistency coefficient thresh-
old of 0.70 (Adadan & Savasci, 2011). Due to test security concerns, Test B could not 
undergo piloting, and therefore, its reliability was not assessed before administration.

To address the first research question, parallelism analyses were conducted on the 
content of the two tests. To investigate the second research question, which pertained to 
the parallelism of the two test forms, comparative analyses were performed on student 
test scores and item analyses. Initially, Fleiss’ kappa was calculated to determine the level 
of agreement among the three raters’ Likert-scale data, assessing the degree of parallel-
ism for each set of 20 items in both test forms based on their content.

Subsequently, reliability and descriptive analyses were performed using student test 
results, and a bioequivalence test was utilized for the parallelism analysis of the two test 
forms to answer the second research question. Unlike the conventional null hypothe-
sis, which aims to reject the null hypothesis indicating no difference between the two 
groups, this study employed a bioequivalence test to specifically reject the null hypoth-
esis, suggesting that the mean of Test A is not equivalent to the mean of Test B:

To support H1: μ1 = μ2, Schuirmann’s (1987) two one-sided tests of equivalence of 
paired samples (TOST-P) were employed. In spite of the small sample size (N = 43) and 
the skewed distribution (W = 0.94, p value < 0.05), as the sample sizes of 30 are typi-
cally seen to be sufficient for the central limit theorem (CLT), TOST-P seemed to be an 
appropriate test for this study. Thus, to examine if the two test forms (Tests A and B) are 
parallel, TOST-P was calculated under the following hypotheses:

H0 : µ1 �= µ2vs.H1:µ1 = µ2
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For the upper and lower equivalence range, one (− 1, 1) was used as simulated in Mara 
and Cribbie (2012). Furthermore, item analyses were conducted for each test form fol-
lowing established methodologies from the literature (Malau-Aduli et al., 2012; Precht 
et al., 2003).

Classical test theory (CTT) was employed to calculate item difficulty levels and item 
discrimination indices. Despite the limitations associated with CTT, such as difficul-
ties in interpreting changes in scores over time and reliance on sample characteristics, 
using CTT in this study appears to be a reasonable choice. This decision is based on the 
administration of two achievement test forms to the same students at one time. Further-
more, given that classroom teachers can easily utilize standard statistical software for 
conducting analyses, CTT remains widely used in education and psychology due to its 
practicality (Ayanwale et al., 2022; De Champlain, 2010).

Results
Comparative analysis of tests A and B

To address the first research question, which investigates whether the contents of the 20 
test items from each test form mirror each other, the three raters’ assessment of the 20 
sets of items demonstrated fair agreement with statistical significance (p = 0.006, < 0.05) 
(refer to Table  1). The computed Fleiss’ kappa value was 0.35, with a 95% confidence 
interval (CI) ranging from 0.100 to 0.606. All three raters strongly agreed that most of 
the test items from the two forms (Tests A and B) were parallel, with mean scores of 
4.85, 4.95, and 4.85 out of a maximum score of 5, respectively.

The answer to the second research question, investigating whether the two forms were 
parallel, was affirmative. Descriptive statistics for the two tests are presented in Table 2. 

H0 : µD < −�Lor µD > �Uvs.H1: −�L < µD < �U

Table 1 Fleiss’ Kappa analysis of three raters’ responses

Mean (SD) Kappa z p value

Rater 1 4.85 (0.37) 0.35 2.74 0.006

Rater 2 4.95 (0.22)

Rater 3 4.85 (0.37)

Table 2 Descriptive statistics and reliability indices of tests A and B (N = 43)

Test A (Human) Test B (AI-Human)

# of items 20 20

Mean (SD) 14.19 (3.57) 14.53 (3.67)

Median 16.00 16.00

Maximum score 20 20

Minimum score 5 7

Skewness  − .78  − .50

Kurtosis .16  − .76

Reliability (Cronbach’s alpha) 0.73 0.78
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As shown in Table 2, the mean scores were similar (14.19 for Test A and 14.53 for Test 
B), falling within the standard deviation ranges of 3.57 and 3.67, respectively. Both tests 
exhibited negatively skewed distributions, with values of − 0.78 and − 0.50 for Tests A 
and B, suggesting they were relatively easy for the students. Although Test B appeared 
more symmetrical than Test A, with a skewness value closer to 0 (− 0.50), both tests can 
be considered close to symmetrical, as a skewness value between − 1 and + 1 is consid-
ered indicative of excellent data distribution (Hair et al., 2022). The kurtosis results for 
both tests were 0.16 and − 0.76 for Test A and B, respectively, falling within the range 
of − 1 to + 1, indicating a near-normal distribution (Hair et al., 2022), albeit Test B dis-
played a flatter distribution compared to Test A. The calculated Cronbach’s alpha values 
for each scale were 0.73 for Test A and 0.78 for Test B, satisfying the minimum internal 
consistency coefficient of 0.70 (Adadan & Savasci, 2011), with Test B displaying slightly 
higher reliability than Test A.

The paired samples t-test displayed that the mean difference between the two test 
forms, Test A (n = 43, M = 14.19, SD = 3.57) and Test B (n = 43, M = 14.53, SD = 3.67), 
is not significantly different with a p value of 0.319 (p < 0.05). The two one-sided tests 
of equivalence of paired samples (TOST-P) examining the equivalence of the two test 
forms rejected both of the two null hypotheses, ΔL, t(42) = 1.88, p = 0.033 and ΔU, 
t(42) =  − 3.90, p < 0.001 (< 0.05). Thus, the data analyses indicated that the two tests were 
equivalent since the mean difference is not statistically different, and the 95% CI falls 
within the equivalence interval of ± 1 with a weak effect size of r = 0.154. Therefore, the 
data analyses indicated that the two tests were parallel.

As expected, the student scores on Tests A and B were closely related. As illustrated 
in the scatter plot graph in Fig. 2, a strong correlation was found between the student 
scores on Tests A and B, with r(42) = 0.80, p = 0.001 (< 0.01).

Fig. 2 Correlation between students’ scores on tests A and B
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Item analyses of tests A and B

For further analysis of each test item employed in this study, item analyses were con-
ducted on 20 test items in each test form (see Table 3). Despite some differences, the 
item analyses of the two test forms displayed little deviation.

Regarding the 10 true–false test items in Test A, designed by the current researcher 
in 2021, and the parallel 10 in Test B, generated by Chat-GPT and selected by the 
researcher, the mean difficulty of the 10 true–false questions in each test form showed 
little deviation from the other (67.91% vs. 76.74%); however, that of Test B was closer 
to 85.00%, the ideal difficulty level for the true–false test task (Lord, 1952). Table  3 
illustrates three true–false items were easy on Test A, whereas five easy items were 
observed on Test B. Seven on Test A and five on Test B were of medium difficulty lev-
els for the remaining items on each test.

In terms of true–false item discrimination, on Test A, 60% (6 out of 10 total true–
false items) had excellent discrimination indices with a mean discrimination index 
of 0.49 (> 0.40); on Test B, 40% (4 out of 10) had good discriminatory power with a 
mean discrimination index of 0.38 (0.3–0.39). One item (10%) on Test A had low dis-
criminatory indices (< 0.19) and needed to be discarded, and two items (20%) on Test 
B needed to be deleted. Although items on Test A were slightly more effective than 

Table 3 Item analysis for tests A and B (N = 43)

Test form Test A (human) Test B (AI-human)

Task type True–false test task

# of true–false items 10 10

Difficulty level (%)

 Easy (73–100) 3 (30) 5 (50)

 Medium (28–72) 7 (70) 5 (50)

 Difficult (0–27) 0 0

Mean difficulty % (SD) 67.91 (0.09) 76.74 (0.15)

Items with discrimination indices (%)

 Poor (< 0.19) 1 (10) 2 (20)

 Fair (0.19–0.29) 0 (0) 2 (20)

 Good (0.3–0.39) 3 (30) 2 (20)

 Excellent (> 0.40) 6 (60) 4 (40)

Mean discrimination index (SD) 0.49 (0.17) 0.38 (0.24)

Task type Multiple-Choice Test Task

# of multiple‑choice items 10 10

Difficulty level (%)

 Easy (73–100) 5 (50) 5 (50)

 Medium (28–72) 5 (50) 5 (50)

 Difficult (0–27) 0 0

Mean difficulty % (SD) 73.95 (0.15) 68.60 (0.18)

Items with discrimination indices (%)

 Poor (< 0.19) 4 (40) 1 (10)

 Fair (0.19–0.29) 1 (10) 0 (0)

 Good (0.3–0.39) 0 (0) 1 (10)

 Excellent (> 0.40) 5 (50) 8 (80)

Mean discrimination index (SD) 0.37 (0.30) 0.53 (0.26)

Total # of items 20 20
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those on Test B, considering the small number of the assessed items, the true–false 
questions on both tests were roughly practical.

Based on the item analysis performed on the multiple-choice test items, which 
comprised 10 researcher-designed items in Test A and 10 in Test B, where the distrac-
tors and keys were generated by Chat-GPT and selected and arranged by the current 
researcher, the mean difficulty of the test items for each test was similar, with 73.95% 
for Test A and 68.60% for Test B. Although the mean difficulty levels of both tests 
were close to 74%, the ideal difficulty level for the four-response multiple-choice test 
(Lord, 1952), Test A’s difficulty level was marginally closer to Lord’s suggested level.

The results of the multiple-choice item analyses demonstrate that the test items on 
both test forms yielded similar outcomes, with Test B displaying better discriminating 
indices than Test A. On Test B, 80% (8 out of 10) had excellent discriminatory power 
with a mean discrimination index of 0.53 (> 0.40). In contrast, on Test A, only 50% (5 
out of 10) displayed such excellent discrimination indices with a mean discrimination 
index of 0.37 (< 0.40). This result may be attributed to the fact that the items on Test 
A served as references for creating the items on Test B. Constructing test items based 
on an existing sample can often be easier than creating them from scratch. Addition-
ally, this outcome suggests that technology may potentially be more efficient when 
collaborating with human intelligence and skills.

Distractor analyses of the 10 multiple-choice items for each test form were per-
formed to examine how well each option functions for the quality of each item. Forty 
options, including 30 distractors and 10 keys in 10 test items on Test A, were assessed, 
and the corresponding 40 options on Test B were examined (see Table 4).

As illustrated in Table  4, similar patterns were observed in both test forms, with 
Test B having slightly more functioning distractors. In Test A, 27 distractors (67.50%) 
were functional, compared to 30 (75%) in Test B. Four distractors (10%) were not cho-
sen by any examinee in Test A, compared to three (7.5%) in Test B. The mean number 
of functioning distractors per item was close, with 2.70 in Test A and 3 in Test B. Most 
items in both tests had more than two functioning distractors, with the largest num-
ber having three functional distractors (60% for Test A and 40% for Test B). However, 

Table 4 Distractor analysis for tests A and B (N = 43)

Test A (human) Test B (AI-human)

# of multiple‑choice items 10 10

# of distractors assessed 40 40

Distractors with frequency = 0% 4 (10%) 3 (7.50%)

Distractors with frequency < 5% 9 (22.50%) 7 (17.50%)

# of functioning distractors (%) 27 (67.50%) 30 (75.00%)

Functioning distractors per item mean (SD) 2.70 (0.78) 3 (0.77)

Functioning distractors per item n (%)

 None 0 (0) 0 (0)

 One 1 (10) 0 (0)

 Two 2 (20) 3 (30)

 Three 6 (60) 4 (40)

 Four 1 (10) 3 (30)
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Test A had one item with only one functioning distractor, whereas no such item was 
observed in Test B. Moreover, Test B had three items (30%) with four fully function-
ing distractors, while only one item (10%) in Test A was found with four functioning 
distractors. Overall, the distractor analyses of the two tests illustrate a similar pattern 
to some extent; however, Test B had more items with well-functioning distractors.

Discussion
This study aimed to examine the efficiency of ChatGPT in designing parallel test items 
alongside those created by humans. The study employed item content analysis and clas-
sical test theory (CTT) to examine the parallelism of the two test forms: an AI-human-
made test form (Test B) and a human-made test form (Test A).

In the initial inquiry, examining the content parallelism of the two tests, the analy-
sis conducted by three experts indicated affirmative findings. All three raters strongly 
agreed on the parallelism of most test items across forms, reflected in their high mean 
ratings. Moreover, the examination revealed fair agreement among the raters, suggesting 
a statistically significant level of agreement.

The finding is in the same vein as Shin and Lee (2023), who presented the blind test 
results of pre-and in-service English teachers in South Korea responding to both the 
ChatGPT-generated reading passage and its counterpart on the College Scholastic Abil-
ity Test. In Shin and Lee’s study, both pre-and in-service teachers displayed no difference 
between the two types of passages regarding naturalness in flow and expressions, as they 
strongly agreed with the Likert-scale items.

Based on the findings of both studies, it appears that providing a sample, as in the cur-
rent research and Shin and Lee’s study, proves to be very helpful in generating quality 
outcomes from ChatGPT. In that sense, generating parallel test items for large test item 
banks appears to be a solid idea for employing the AI tool.

The study also investigated whether the two test forms were parallel in assessing stu-
dents’ performances. The statistical analysis indicated the AI-human-made and human-
made test forms were equivalent within the equivalence interval. Moreover, despite 
some observed variations, the item and distractor analyses suggested that the AI-human 
test items were of sufficient quality to be used as an alternative to human-made achieve-
ment test items. These findings are consistent with those of Kiyak, Coşkun, Budakoğlu, 
and Uluoğlu (2024) and Shin and Lee (2023), demonstrating ChatGPT’s capacity to gen-
erate test items.

ChatGPT 3.5 was particularly useful for designing true–false test items. When a 
sample true statement was entered requesting multiple true statements, ChatGPT suc-
cessfully generated true statements similar to the sample. When false statements were 
needed, the same conditions were provided for the true statements, but multiple false 
statements were requested, and ChatGPT provided usable false statements.

However, the ChatGPT could not generate well-functioning multiple-choice test items 
and thus needed multiple steps involving human intelligence, as detailed in the meth-
odology section. Hence, for designing the final test, human intelligence was involved 
in selecting statements for the true–false test items and selecting and organizing 
options for multiple-choice test items. Therefore, considering the current capacity of 
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ChatGPT 3.5 to design quality test items, human intelligence seems to still be required, 
and this finding aligns with those from previous studies emphasizing that AI tools are 
not infallible and require human intelligence (Aryadoust et al., 2024; Shin & Lee, 2023).

Nonetheless, despite necessitating several steps involving human intelligence, the AI-
assisted test construction was less demanding for the researcher/test developer than the 
process without the AI because it provided multiple options instantly, resulting in signif-
icantly less time spent making multiple-choice items than designing them from scratch. 
In understanding the educational practices where instructors sometimes use the exact 
test items on a test that were utilized before in spite of the negative consequences (Well-
berg, 2023), this study seems to be a case in point illustrating ChatGPT can be helpful in 
the creation of a parallel test form for an achievement test. With specific test specifica-
tions or sample test items provided, ChatGPT is expected to work as a capable assistant 
for instructors. Although there are some concerns regarding the potential disruptions 
of traditional assessment practices due to AI-driven tools (e.g., Ibrahim, 2023), the cur-
rent research and data analyses suggest that not utilizing ChatGPT for designing a par-
allel test form can be seen as inefficient, akin to taking the long way round instead of 
the quick and efficient way. Consequently, this study reaffirms previous findings that AI 
applications such as ChatGPT can alleviate teachers’ workloads (Baker et al., 2019) and 
save time (Koltovskaia, 2020).

Conclusion
This study examined the effectiveness of ChatGPT in designing parallel test items com-
pared to those created by humans. The findings from the first inquiry, which investigated 
whether the two tests covered parallel content areas, yielded positive results. In the sec-
ond inquiry, which examined the comparability of the two tests in assessing student per-
formance, the statistical analysis indicated the AI-human-made and human-made test 
forms were equivalent within the assigned equivalence interval.

The study’s findings illustrate the efficacy of employing ChatGPT to create final test 
items for a university TESOL theory class called Materials and Methods in ELT. The 
AI-assisted test items seem to be a practical solution when instructors in the field are 
often challenged with repeatedly creating new test items every semester or year. The 
current capacity of ChatGPT 3.5 required human involvement to some extent since 
the researcher was involved in selecting or both selecting and organizing options for 
the true–false and multiple-choice test items, respectively. However, creating new 
test items for achievement tests with AI assistance was, at least for the researcher, less 
challenging, time- and effort-consuming than without one.

Despite the current design’s positive outcomes and methodological triangulation, 
the study has several vulnerabilities. First, the study is limited in selecting the partici-
pants and the sample size. Since the study employed a convenient sampling method 
of using one of the researcher’s classes, which involved only 43 students, the results 
of the current research should not be generalized to other populations. Thus, a more 
systematic research design involving a larger sample size and random sampling is 
expected to be followed.

Moreover, since the class was taught strictly according to a fixed syllabus cover-
ing TESOL theory, this study was limited to item content analysis. It focused on 
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investigating the contents according to test specifications without further validity 
analysis of test constructs. A replicate study using other skills tests with specific con-
structs such as English reading comprehension tests, French-speaking skills tests, or 
English grammar tests would render more systematic research designs.

In addition, as a small-scale analysis employing a small number of participants tak-
ing the two test forms simultaneously, this study solely relied on classical test theory 
(CTT) for item analysis. The item difficulty in the classical model can be unstable 
depending on the sample and the test form, and more importantly, the classical 
model can produce more measurement errors compared to item response theory 
(IRT). Since the current study is limited in scope due to the small sample size and 
the small-scale analysis of the final test result, conducting more rigorous analyses on 
a larger population of over 100 individuals with a medium-stakes examination using 
the item response theory (IRT) model would yield more insightful educational impli-
cations with more substantial datasets. In addition, considering that the equivalence 
test result can vary based on the assigned range of equivalence, more studies with 
diverse equivalence ranges would yield more powerful analyses. With AI technology 
rapidly advancing, more systematic research analyses on AI-generated test items are 
expected to emerge soon.

Given the recent emergence of ChatGPT, there remains a dearth of research stud-
ies exploring its application in the field of language learning and assessment. Through 
the comparative analysis of the two test forms, this study demonstrates AI’s potential 
as a convenient tool for assisting teachers in designing test items, particularly in cre-
ating parallel items to existing ones.

For future studies, research could explore additional factors influencing the efficacy 
of ChatGPT in test item creation and its integration into broader educational prac-
tices. Despite limitations in sample size, participant selection, and reliance on CTT, 
this study’s findings offer implications for both theory and practice, highlighting the 
potential of ChatGPT to facilitate test item creation processes, reduce teacher work-
load, and enhance efficiency in educational assessment.
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