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Abstract 

Pearson Test of English Academic (PTE Academic), a high-stakes English language pro-
ficiency test, underwent substantial revisions in 2021. The test duration was reduced 
from 3 h to 2 h by reducing specific task numbers and sections. This study investigates 
the impact of these changes on teachers’ perceptions and teaching practices, areas 
previously underexplored in language assessment literature. It focuses on the impli-
cations of the test’s modifications, examining the face validity and washback effects 
through the lens of teachers in mainland China. Semi-structured interviews with four 
experienced PTE Academic test trainers, who were familiar with both the original 
and revised test formats, reveals that the revised PTE Academic is perceived to main-
tain strong face validity, particularly noted in its academic authenticity, balanced 
skill structure, and perceived result accuracy. Additionally, most teachers perceived 
an increase in test difficulty. A mixed washback effect was observed: while improve-
ments in students’ language competence—a positive outcome—were noted, teachers 
also reported a continued reliance on teaching test-oriented strategies for higher-scor-
ing tasks, indicating negative washback. This study highlights the significant implica-
tions of reducing PTE Academic’s duration and offers targeted recommendations for its 
future improvement. These suggestions aim to enhance students’ academic language 
skills, thereby better aligning PTE Academic with the practical language abilities 
required in university settings.

Keywords:  PTE Academic, Test duration reduction, Face validity, Washback effects, 
Perceived difficulty, Teacher perspective

Introduction
Pearson Test of English Academic (PTE Academic), launched in 2009, is a globally rec-
ognised computer-based English language proficiency test. It is primarily designed to 
assess English competence in academic settings where English is the medium of instruc-
tion (Zheng & De Jong, 2011). Over the years, PTE Academic has increasingly become 
popular among international students for university applications in English-speaking 
countries, thus establishing itself as a widely-used tool for admission (Pae, 2012). In 
2021, PTE Academic underwent significant revisions, reducing its duration from 3 h to 
2 h by reducing specific task numbers and sections (Clesham, 2021). This trend towards 

*Correspondence:   
Jingwen.Wang@soton.ac.uk

1 Department of Languages, 
Cultures and Linguistics, 
Faculty of Humanities and Arts, 
University of Southampton, B65, 
Avenue Campus, Highfield Road, 
Southampton SO17 1BF, UK

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40468-024-00302-3&domain=pdf
http://orcid.org/0009-0000-7615-2674
http://orcid.org/0000-0003-2574-0358
http://orcid.org/0000-0002-6368-7941


Page 2 of 20Wang et al. Language Testing in Asia           (2024) 14:32 

shorter test durations is also observed in other major English language proficiency tests 
such as the TOEFL iBT (ETS, 2023). These adaptations in the language testing field 
reflect a shift towards more efficient test designs, aiming to enhance accessibility while 
maintaining assessment quality.

Such high-stakes tests attract considerable attention from the research community, 
predominantly focusing on aspects of their validity and overall impact. Existing research 
has largely discussed the “pragmatic or statistical validity” (Mosier, 1947) of these tests, 
including construct, concurrent, or predictive validity (e.g. Dang & Dang, 2023; Gagen 
& Faez, 2024; Isaacs et al., 2023; Souzandehfar, 2024; Zheng & De Jong, 2011). However, 
face validity, which also measures test quality and assesses whether a test is subjectively 
viewed as covering the construct it is intended to measure, is often overlooked (Sato 
& Ikeda, 2015). Although some research has examined face validity from students’ per-
spectives (e.g. Fan, 2014; Jackson, 2022; Sato & Ikeda, 2015; So, 2014), exploring teach-
ers’ views remains less common but is equally important.

Additionally, while the washback effects of these tests on teaching and learning are 
well-studied, they often concentrate on test preparation strategies, learner motivations, 
curriculum changes, and instructional adjustments (e.g. Alanezi & Alenezi, 2024; Chak, 
2023; Gong, 2023; Gu, 2023; Sardi et al., 2022). The specific impact of changes in test 
length on teaching and learning, along with the relationship between face validity and 
washback effects, remains underexplored.

Recognising these gaps, the present study deliberately focuses on the perspective of 
teachers, as they are directly adapting their classroom teaching in light of these test 
modifications. This interaction provides them with unique insights into the practical and 
pedagogical implications of any changes to the test design. Their firsthand experiences 
are important for understanding how these adjustments affect teaching strategies and 
student learning outcomes—insights that are invaluable for refining the testing develop-
ment process (Al-Adawi & Al-Balushi, 2015; So, 2014). Consequently, this study priori-
tises the perspectives of those most intimately involved with the application of the test 
modifications.

This study explores the revised PTE Academic as a case study. It aims to uncover how 
modifications to test length and question distribution influence teachers’ perceptions of 
face validity, and the consequent washback effects on their teaching methods. Employ-
ing a qualitative methodology, the research involved semi-structured interviews with 
four experienced PTE Academic test trainers in mainland China. Selecting China as the 
context of this study was strategic, considering its role as one of the largest markets for 
PTE Academic. This choice aimed to ensure that the findings are representative of a sig-
nificant segment of the global teaching community within this domain. The contribu-
tion of this study lies in its potential to inform test development and teaching practices, 
particularly in relation to how changes in test duration influence high-stakes language 
assessments.

Literature review
Face validity

Face validity was concisely defined as the “surface credibility or public acceptability” of a 
test (Ingram, 1977). It reflects the extent to which a test appears to assess the knowledge 
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or skills it claims to measure, according to the subjective judgement of an “untrained 
observer” (Davies et  al., 1999, p.59). Anastasi (1982, p.136) offered a clearer explana-
tion of who these observers might be, stating that face validity concerns whether the test 
“looks valid” not only to the examinees but also to administrative personnel who decide 
on its use, and other technically untrained observers. Essentially, face validity is about 
establishing a positive rapport and maintaining good public relations.

Building on these foundational ideas, recent discussions on face validity have increas-
ingly centred on the alignment between test content and test administration settings. 
Holden (2010, p. 637) defined face validity as follows:

The appropriateness, sensibility, or relevance of the test and its items as they appear 
to those answering the test... More formally, it is the degree to which test respondents 
view the content of a test and its items as relevant to the context in which the test is 
being administered.

This definition primarily considered test-takers’ perception but failed to address a crit-
ical aspect: the intended users of a test, which should extend beyond just test-takers. 
Extending this further, Allen et al., (2023, p. 154) established a more comprehensive defi-
nition, arguing that face validity referred to “the clarity, relevance, difficulty, and sensi-
tivity of a test to its intended audience”.

Face validity is often overlooked in the fields of language testing and educational 
assessment, regarded by some researchers as irrelevant (Fan, 2014; Sato & Ikeda, 2015). 
Criticised for its reliance on the intuitive feelings of laypeople rather than a statistical 
model (Fan, 2014), face validity was frequently labelled unscientific and underestimated 
in its representation for “pragmatic or statistical validity” (Mosier, 1947) or “technical 
validity” (Stevenson, 1985). Stevenson (1985) further argued that incorporating face 
validity into the overall validity assessment of a test might overshadow more objective 
forms of validity, such as construct validity.

Despite these criticisms, some researchers have recognised the considerable impor-
tance that face validity holds. Nevo (1985) stated that face validity can significantly 
improve test-takers’ motivation both before and during the test administration. Con-
vincing arguments suggested that when test-takers perceived a test as face valid, they 
were more likely to prepare thoroughly and perform to their fullest potential (Alder-
son et  al., 1995; Karelitz, 2013). Such enhancement in test-taking motivation empha-
sised the need for a deeper investigation into this aspect due to its potential influence 
on assessment outcomes (Xie, 2011). Teemant (2010) reported that test-takers might 
underperform if they did not perceive relevance between the test items and the intended 
constructs being assessed. This argument was later supported by Barnett et al. (2015). A 
lack of perceived alignment can result in the test not appearing to evaluate the intended 
skills, leading test takers to not fully engage with the test content in their preparation 
and actual test-taking, potentially resulting in scores that do not accurately reflect their 
abilities (Alderson et al., 1995; Bachman, 1990).

Apart from the impact on test outcomes, a limited number of empirical research pro-
jects have explored face validity from the perspective of stakeholders’ perceptions of lan-
guage test constructs. Notably, these studies have predominantly focused on viewpoints 
of test-takers. Brown (1993) investigated test-takers’ reactions to a Japanese proficiency 
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test, discovering that participants reported low face validity. This perception was due to 
a misalignment between the test’s specific objectives and the test-takers’ existing skill 
sets, leading to dissatisfactions that could potentially influence their performance. Con-
versely, Thiel (1995) explored international students’ perceptions of the IELTS test, find-
ing it generally held high face validity, and that the test preparation was perceived as 
relevant to the target situation of their future academic studies.

More recently, Sato and Ikeda (2015) examined face validity by exploring how test-
takers in Japan and Korea perceived the abilities being measured by high-stakes tests, 
especially whether these perceptions aligned with the intentions of the test develop-
ers. They discovered a moderately high agreement rate between the test-takers’ per-
ceptions and the developers’ intentions. However, specific items intended to measure 
subtler skills, such as inferential understanding or implicit content, often did not align 
with test-taker perceptions, suggesting that such mismatches can lead to less effective 
learning outcomes and undermine the educational impact of the tests. Similarly, Rocha 
(2021) investigated undergraduates’ perceptions of the TOEFL-ITP, confirming its face 
validity but noting the need for further research on time allocation due to some par-
ticipants’ dissatisfaction with the test’s time limits. Zuhairoh et al. (2024) evaluated test-
takers’ perceptions of the final assessment test items for a 9th-grade English curriculum. 
Their findings revealed that the test’s clear presentation and structured format not only 
enhanced its face validity but also increased its relevance and fairness by providing test-
takers with straightforward instructions and a well-organised layout. In sum, these stud-
ies highlighted the importance of understanding test-takers’ perceptions of face validity 
in developing fair and accessible tests. High face validity also appears to enhance test 
preparation and positively influence the long-term learning process.

Moreover, face validity might be considered more relevant when provided by individu-
als with subject expertise, such as test trainers in this case. However, research exploring 
face validity from the teachers’ perspective is extremely rare. Al-Adawi and Al-Balushi 
(2015) investigated the face validity of an English language placement test used at their 
Colleges of Applied Sciences, discovering that teachers perceived the test as having low 
face validity. They recommended that future test designs include teachers’ input. So 
(2014) conducted research that actively involved teachers in the development process of 
the TOEFL Junior® Comprehensive test, critically contributing to the final test design by 
integrating their insights and recommendations. These studies highlight the important 
role that teachers’ insights play in shaping language assessments, improving their valid-
ity, and ensuring they align with the practical needs of educational settings.

Washback

It is well accepted that high-stakes tests significantly impact students; their future 
opportunities such as university applications may heavily depend on their test results. 
These tests also affect teachers, whose reputations and career progressions can be influ-
enced by their success in preparing students to meet test requirements (Wall, 2012). 
In other words, when tests wield great power and have profound consequences for the 
lives of students, teachers, and other stakeholders (Cheng & Sultana, 2021), a phenom-
enon known as “washback” (Alderson & Wall, 1993; Cheng & Sultana, 2021; Cheng, 
1997) may occur. Washback can be simply defined as the changes that testing brings to 
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classroom teaching and learning (Cheng & Sultana, 2021). Alderson and Wall (1993) 
described washback as students and teachers doing things they would not normally do 
because of the test. Messick (1996) extended this definition to describe how tests influ-
ence language learners and teachers to engage in activities that may not naturally occur 
but either promote or inhibit language learning. For instance, students may prioritise 
practising certain question types that carry more weight in scoring, or teachers focus 
more on teaching test-taking strategies than on language skills themselves, believing this 
could more rapidly improve test performance. Additionally, Morrow (1986) referred to 
this phenomenon as “washback validity”, emphasising its important implications for the 
consequential aspect of construct validity.

The body of research on washback demonstrates its complex nature, indicating that it 
should not be perceived as a singular or straightforward phenomenon (Watanabe, 2004). 
Washback has extensive influences, affecting various aspects of teaching and learn-
ing (Cheng, 1997; Wall, 2012). Its emergence is shaped by a multitude of factors that 
dictate its manifestation and operation (Shohamy et al., 1996; Wall & Alderson, 1993). 
Researchers have categorised washback along several dimensions, including its specific-
ity (general or specific), intensity (weak to strong), length (short-term or long-lasting), 
intentionality (unintended or intended), and value (positive or negative effects).

In response to the complexity of washback, researchers have developed theoretical 
models to better investigate its mechanisms. Alderson and Wall (1993) proposed 15 
hypotheses related to washback from their “Sri Lanka study”, with a primary focus on the 
micro-level aspects of teaching and learning influenced by tests. Complementing this, 
Hughes (1993, as cited in Cheng, 2004) introduced the “trichotomy backwash model” 
that centres on “participants”, “processes”, and “products”. Building upon Hughes’ (1993) 
model, Bailey (1996) more explicitly identified the “participants” as students, classroom 
teachers, administrators, and materials developers and publishers. Within this frame-
work, the test may affect the perceptions and attitudes of these participants toward their 
roles. The term “process” refers to actions undertaken by these participants that could 
affect the learning process, while “products” refers to the learning outcomes and the 
quality of the learning achieved.

Washback is grounded in the belief that tests can and should drive teaching, which 
in turn influences learning (Cheng, 2004; Cheng & Sultana, 2021). Therefore, its initial 
impact is on the teachers’ perceptions. Once these perceptions change, teachers might 
adjust various aspects of their teaching practices, including materials, content, and 
methodologies. These changes can subsequently spread to the entire teaching and learn-
ing process, ultimately influencing the learning outcomes. Over the past two decades, 
a surge of research has emerged, particularly within the English as a Second or Foreign 
Language (ESL/EFL) context, examining the complex nature of washback effects from 
language testing on teaching and learning (e.g. Alanezi & Alenezi, 2024; Chak, 2023; 
Cheng, 2004; Gong, 2023; Gu, 2023; Reynolds et al., 2018; Sardi et al., 2022; Xie, 2015). 
The consensus within the literature is clear: high-stakes tests, particularly international 
English proficiency exams important for admission, work, or migration decisions in 
English-speaking countries, have a considerable influence. This influence is particularly 
evident in how it shapes language teachers’ perceptions and practices (e.g. Gu, 2023; Qi, 
2005; Shohamy et al., 1996).
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Sayyadi and Rezvani (2021) shed light on this aspect by exploring teachers’ percep-
tions and teaching practices regarding oral questioning skills within the TOEFL iBT 
speaking test. Despite acknowledging the important role of questioning in academic 
interactions, instructors rarely emphasised students’ questioning abilities or systemati-
cally planned and implemented classroom tasks to promote this skill, citing its exclusion 
from the test’s format. They stressed that their primary obligation was to prepare appli-
cants for a test with specific requirements and tasks, which did not assess proficiency in 
posing questions in English. Furthermore, instructors reported that their professional 
reputation and the pressure to achieve high test scores compelled them to concentrate 
on test-specific skills, at the expense of some essential academic skills.

Echoing prior findings, Homran and Asassfeh (2023) explored the washback effects of 
a Jordanian English exam from the perspective of teachers. Their study demonstrated 
that the high-stakes nature of the exam significantly shaped teaching practices, forcing 
teachers to emphasise specific content and skills such as reading, writing, and gram-
mar, which directly influenced exam scores. Conversely, listening and speaking skills 
were often neglected, aligning teaching practices strictly with the exam’s constructs and 
requirements. In addition, teachers frequently used previous exam papers as practice 
materials and integrated past exam items into quizzes and assignments to familiarise 
students with the question format and grading criteria. This phenomenon has simi-
larly been observed by Puspitasari and Pelawi (2023) and Svantesson and Bahtiri (2024). 
Although extensive research has examined how high-stakes tests shape teachers’ percep-
tions and teaching practices, the impact of other factors, such as changes in test dura-
tion, on these perceptions and practices is less well-understood.

Relationships between face validity and washback

The relationship between face validity and washback in language testing is complex and 
multi-dimensional. Face validity, as noted, refers to the extent to which a test appears 
to effectively measure its stated constructs to both test-takers and teachers, signifi-
cantly influencing their behaviours, which is the essence of washback. When test-takers 
do not perceive an alignment between the test items and the intended constructs, the 
test may seem ineffective at assessing the intended abilities. Consequently, test-takers 
may not fully engage with the test content during their learning process, potentially 
leading to poor performance during the testing process (Alderson et  al., 1995; Bach-
man, 1990). This disconnect results in negative washback (Cinkara & Tosun, 2017; Jack-
son, 2022; Sato & Ikeda, 2015), compromising the validity of the test scores and their 
interpretations.

Sato and Ikeda (2015) explored how test-takers’ perceptions of the abilities assessed by 
items in a high-stakes English for Academic Purpose (EAP) test influenced their learn-
ing content. They concluded that effective washback might not be achieved if there was 
a gap between the test-takers’ perceptions and the test committee’s intentions. They also 
emphasised the importance of integrating test-taker feedback into test development to 
promote positive washback. In a related study, Cinkara and Tosun (2017) investigated 
the alignment between test-takers’ perceptions and test developers’ intentions in a 
small-scale university EFL program test. They observed low face validity, suggesting that 
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the mismatches in perceptions could lead to unintended washback effects on students’ 
learning.

While existing research has examined how face validity influences test-takers, studies 
about its impact on teaching practices are less common. However, teachers’ perceptions 
are equally critical and warrant attention in the literature. If teachers perceive a test as 
lacking face validity, they might adopt narrow test-taking strategies or emphasise less 
important proficiency skills. Such misalignment between teachers’ focuses and the tests’ 
intended goals can lead to instruction that fails to genuinely enhance students’ profi-
ciency. Jackson (2022) explored teachers’ perceptions of the face validity of the General 
Aptitude Test. The results revealed that face validity substantially influenced teaching 
methods. He further emphasised that an understanding of test objectives and specifica-
tions could encourage teachers to focus on teaching English abilities directly, rather than 
merely engaging in “teach to the test”, thereby potentially mitigating negative washback.

In addition, we have identified another gap in the literature concerning test segmen-
tation and its impact on teaching practices. When tests are segmented to assess spe-
cific skills, the perceived importance of each section may disproportionately influence 
teaching priorities. For instance, as Homran and Asassfeh (2023) noted, if the reading 
and writing components of an exam were deemed more critical to success, teachers may 
allocate more instructional time to these areas at the expense of listening or speaking 
skills. Such imbalances in skills can impede comprehensive language development, rais-
ing concerns about the structure and communication of test objectives. Additionally, 
variations in how test sections or items are weighted may compromise the test’s con-
struct validity, affecting its ability to accurately measure intended constructs. In a word, 
if face validity is perceived as compromised, it may result in negative washback, where 
teaching practices prioritise test-taking strategies over holistic language learning.

To address the identified gaps, this study focuses on the following two research ques-
tions (RQs):

•	 RQ1. How do teachers perceive the face validity of the updated PTE Academic in 
terms of changes to test length and question distribution?

•	 RQ2. What specific washback effects have teachers observed in their teaching prac-
tices following the modifications to PTE Academic?

Methods
PTE Academic

Since November 2021, PTE Academic has reduced its test duration from 3 h to 2 h, and 
the total number of questions presented to test takers decreased from 70–82 to 52–64, 
although all item types from the previous version were retained. Detailed information 
about these changes can be found on the PTE official website (https://​www.​pears​onpte.​
com/​artic​les/​pte-​acade​mic-​just-​got-​better). The major modifications to the test format 
are outlined in Table 1.

Participants

The participants in this study were four PTE Academic test trainers from Mainland 
China, all of whom are native Mandarin speakers. Mainland China was strategically 

https://www.pearsonpte.com/articles/pte-academic-just-got-better
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selected as the study context due to its status as one of the major markets for PTE Aca-
demic, where recent test modifications are likely to exert considerable influence. This 
choice improves the potential applicability of the findings to broader global trends 
within the teaching community. The participants were selected using purposive sam-
pling, a method well-suited for effectively narrowing the participant pool and targeting 
individuals based on specific research questions and their deep knowledge of the subject 
(Thomas, 2022). This approach facilitated the selection of teachers with extensive expe-
rience and familiarity with PTE Academic, ensuring they could provide valuable insights 
aligned with the study’s objectives. Thus, it was essential for the selected participants 
to have extensive experience preparing students for PTE Academic. They should have 
knowledge of both the previous and updated versions of the test, or at a minimum, be 
familiar with the versions. In addition, they were expected to teach all the skills assessed 
by the test to provide a comprehensive view of their perceptions on the test’s various 
parts and its overall construct.

The selected teachers, anonymised as T01 to T04, were engaged in teaching PTE Aca-
demic across three different educational and training institutions. The group consisted 
of two males and two females, maintaining an equal gender distribution. They had an 
average age of 27.25 years and an average of 4 years of teaching experience in PTE Aca-
demic. Three teachers instructed in all assessed skills, while one focused exclusively on 
speaking, although this participant also possesses experience in other skills. Three teach-
ers held master’s degrees in Applied Linguistics or TESOL from Chinese universities, 
and one received his degree from a university in an English-speaking country. Two of the 
teachers held teaching certificates, which varied in terms of educational levels. Moreo-
ver, the teachers reported that PTE candidates in China typically prepared for their tests 
through self-study. For those requiring additional support, private teaching was pre-
ferred. Consequently, the participants indicated that their classes were mainly delivered 
online in a one-to-one format, although they occasionally conducted classroom sessions 
with sizes ranging from small (fewer than five individuals) to medium (10 to 20 individu-
als). Table 2 provides a more detailed background of each participating teacher.

Table 1  Summary of reduced test items in PTE academic

Test part Item type Original format Revised format

Overall Total testing time 3 h 2 h

Part 1: Speaking and writing Total time 77–93 min 54–67 min

• Describe image 6–7 items 3–4 items

• Retell lecture 3–4 items 1–2 items

• Answer short questions 10–12 items 5–6 items

• Summarise written text 2–3 items 1–2 items

Part 2: Reading Total time 32–41 min 29–30 min

• Multiple choice 4–6 items 2–4 items

Part 3: Listening Total time 45–57 min 30–43 min

• Summarise spoken text 2–3 items 1–2 items

• Multiple choice 4–6 items 2–4 items

• Highlight correct summary 2–3 items 1–2 items
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Instruments and data collection

Given the nature of the research questions, this study employed a qualitative method to 
thoroughly investigate participants’ perceptions of the face validity and washback effects 
resulting from recent changes to PTE Academic. This approach is particularly valued for 
its capacity to elicit detailed insights into complex phenomena (Maxwell, 2008). Primary 
data were collected using in-depth, semi-structured interviews, an effective method for 
gathering experiential and perceptual data (Naz et al., 2022).

The interviews were structured into four distinct parts to systematically address the 
study’s objectives. Part 1 (questions 1 to 5) gathered academic and professional back-
ground information from the teachers. Part 2 (questions 6 to 12) explored their per-
ceptions of the new PTE Academic’s purpose and format (i.e. face validity), focusing 
on evaluating the test’s ability to fulfil its intended purposes, the impact of changes on 
skill balance, and the test’s perceived accuracy after revision. Part 3 (questions 13 to 21) 
assessed the direct washback effects of the new PTE Academic on teachers’ response, 
investigating how the test changes influenced their reactions, teaching methods and 
focus areas, and the immediate challenges posed by the new format. Part 4 (questions 
22 to 25) concluded the interviews by gathering insights into the effects of the test modi-
fications on students’ test results and evaluating the competitiveness of PTE Academic 
against other standardised English tests, thereby broadening our understanding of the 
new PTE Academic.

Interviews were conducted in Chinese, the native language of the participants, to 
ensure clarity and elicit more insightful responses. Each interview was audio-recorded 
and ranged from 30 to 45 min, averaging 37 min in duration.

Data analysis

The interview data were transcribed verbatim, and a thematic analysis was conducted 
as suggested by Kiger and Varpio (2020). After multiple reviews of the data to get famil-
iar with its depth and breadth, the first coder developed an initial coding template that 
captured all emergent codes from the interviews. This coding process was facilitated 
using NVivo 14. To verify the coding’s credibility, a second coder independently coded 
the transcription of participant T01, achieving a reliability index of 0.94 with the ini-
tial coder. The preliminary coding results were then reviewed by the research team, 
with the majority being accepted. Discrepancies were resolved through discussion and 

Table 2  Profile of the teachers

In the “taught skill(s)” column, LRWS stands for the following: L listening, R reading, W writing, S speaking

Teacher Gender Age Experience 
years

Qualification Taught skill(s) Delivery model Class size

T01 Male 29 6 BA, MA, University 
Teacher Cert

LRWS Online Small

T02 Female 25 2 BA, MA S Online and in 
person

Small

T03 Male 28 4.5 BA, MA LRWS Online and in 
person

Medium

T04 Female 27 4 BA, MA, High-school 
Teacher Cert

LRWS Online Medium
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re-examination of the original data, leading to adjustments in some codes and themes. 
Codes were systematically categorised into main themes derived from the literature 
review that informed our interview questions. For codes that did not fit the established 
themes, new themes were created to ensure a comprehensive and authentic representa-
tion of the participants’ perspectives.

Results
This section presents the results of interview data from participants. The "RQ1: Teach-
ers’ insights on the face validity of the new PTE academic" section addresses the first 
research question by exploring teachers’ perceptions on the face validity of the updated 
PTE Academic. It examines the alignment of the test with its intended purpose of meas-
uring test-takers’ academic skills, the balance of assessed skills and overall construct, 
and the perceived accuracy of test results compared to the previous version. The “RQ2: 
Washback effects on teachers’ perception and teaching practices” section responds to 
the second research question by investigating the washback effects of the new PTE Aca-
demic on teaching behaviours. This analysis focuses on teachers’ initial reactions to the 
test modifications, the subsequent changes in their teaching content and methods, and 
the challenges they faced in adapting to the new format.

RQ1: Teachers’ insights on the face validity of the new PTE academic

Intended purposes alignment

As a recognised authority in standardised English proficiency testing, PTE Academic 
has been rigorously evaluated for its construct validity (Riazi, 2013; Zheng & De Jong, 
2011). As the recent revisions did not modify the item types, our study shifted focus 
from the face validity of individual item types to a broader assessment of whether PTE 
Academic effectively measures the academic skills test-takers will employ in university 
settings. This investigation centred on the test’s perceived academic authenticity and 
its alignment with its core objective: to engage test-takers with interactive and integra-
tive tasks that reflect the practical use of English in academic contexts, as the test aims 
to mirror the linguistic challenges encountered in academic environments (De Jong & 
Zheng, 2011).

Participants frequently noted that integrated skills tasks such as “Retell Lecture”, 
“Write Essay”, and “Summarise Spoken Text” accurately mirrored the authentic aca-
demic activities test-takers may encounter in university settings, thereby enhancing the 
test’s academic legitimacy. Moreover, PTE Academic attempts to closely simulate real-
life academic scenarios.

T03: PTE Academic is definitely trying hard to mimic scenarios students are likely 
to face in academic environments in the future. Tasks such as note-taking during 
lectures (“Retell Lecture”) are very representative. The language it uses tend to be 
more academic and formal. This consistency is maintained across different versions 
of the test, whether it’s the 2 h or 3 h format.

However, participants voiced concerns regarding the test’s comprehensive alignment 
with authentic academic demands expected in higher education settings. T01, who 
concurrently served as a part-time PTE trainer and a full-time university lecturer, drew 
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parallels between the academic rigour of his teaching environment and PTE Academic’s 
scope. T03 shared similar doubts, questioning the extent to which PTE Academic could 
effectively fulfil students’ future academic requirements.

T01: There’s no doubt that PTE gives students a feel for what academic settings are 
like, covering topics and situations they’d find in a university campus. The vocabu-
lary used is academic and spans a broad range of disciplines. However, when com-
pared it to the academic proficiency that universities actually require, PTE, like 
other standardised tests, falls a bit short. A good example is the demands of formal 
academic writing – things like writing standards and the proper use of references. 
That’s an area where PTE doesn’t quite measure up.

To bridge the perceived gap in the academic authenticity between the PTE test and 
actual academic settings, the participant teachers provided valuable suggestions. T01 
emphasised the importance of “length” in academic settings and suggested incorporat-
ing more extensive reading materials into the reading part of PTE Academic, drawing 
comparisons with the formats of IELTS and TOEFL iBT. Simultaneously, T02 proposed 
revisions to the speaking and writing parts, stressing the necessity for a broader range of 
tasks that better assess students’ communicative abilities and critical thinking.

T01: One standout feature of academic settings is the focus on [length]. Students are 
often required to read long texts, write detailed essays, and deliver comprehensive 
presentations. In this respect, PTE doesn’t quite meet expectations. For example, its 
reading materials are quite brief, typically around 300 words. This could be an area 
for improvement, perhaps by incorporating longer reading sections similar to those 
found in IELTS and TOEFL.

T02: I believe there’s definitely room to improve the speaking part. By adding more 
subjective tasks and reducing some of the objective ones, we could get a fuller picture 
of students’ communicative skills and their ability to think critically. Also, the writ-
ing part could use more flexibility. Instead of just sticking to argumentative essays, 
introducing tasks that require discussing different viewpoints could provide a more 
comprehensive insight into students’ writing capabilities.

Balance of test design

Regarding the balance of the four assessed skills in the updated PTE Academic, all the 
teachers expressed general satisfaction. T02 commended the revised distribution for 
being more methodologically sound, which he believed better supports the develop-
ment of students’ authentic language proficiency in test preparation. He attributed this 
improvement to the reduction in item numbers for tasks that previously relied on pre-
prepared templates or certain test-taking strategies. In contrast, the remaining three 
teachers observed subtle differences in skill balance between the old and new versions.

Furthermore, T01 and T04 agreed that PTE Academic tended to prioritise listening 
and speaking skills, particularly speaking, while the writing and reading parts appeared 
to be less emphasised. The perceived reasons for this imbalance vary: T01 suggested 
that the reduced focus on writing stemmed from the constraints of machine scoring 
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technology, especially in areas that needed discourse analysis. On the other hand, T03 
observed that the scoring mechanism of integrated items in PTE might distribute scores 
across different skills from one item, affecting the perceived importance of each skill.

Participants globally expressed satisfaction with the time allocations for each part of 
the updated PTE Academic. T01 and T02 stated that the reduction in test duration was 
appropriately aligned with the decreased number of items, which they considered rea-
sonable. In addition, T02 reported that she usually conducted mock tests before the offi-
cial exams to help students improve their time management skills. These participants 
noted no significant changes in the time allocations across the different parts of the 
revised PTE, while T03 and T04, perceived the time allocation to the reading part to be 
insufficient, which indirectly increased its difficulty.

T04: …Actually, I don’t see much impact on the speaking part since responses are 
timed and move quickly to the next question. The writing task (‘Writing Essay’) 
remains the same with twenty minutes allocated to it. Big changes occurred in the 
listening and reading parts, though listening adjustments are timed separately. 
So, the most substantial adjustments are in the reading part. With fewer ‘Multi-
ple Choice’ questions, the time feels more constrained, [indirectly increasing the 
difficulty]. This arises because it’s tougher to manage nearly the same number of 
questions in a reduced timeframe. Specifically, the reading part was reduced only 
slightly, from 15–20 questions to 13–18 questions, with no reductions in key tasks 
like ‘Fill in the Blanks’ and ‘Re-order Paragraph’.

Perceived accuracy of test results

Having taught both previous and updated versions of PTE Academic, participants 
shared their insights on the improved accuracy of test results with the new version. They 
unanimously observed that recent updates have produced more accurate assessments. 
T01 believed this improvement, to be due, in part, to advances in PTE’s automated scor-
ing technology. Although the updates to the scoring system were not announced con-
currently with the launch of the new PTE version, the official PTE website advertises 
that the scoring system’s accuracy is enhanced by vast data inputs (https://​www.​pears​
onpte.​com/​scori​ng): in 2020 alone, over 678,000 examiner responses were incorporated 
into the algorithm, with continual annual updates to refine the process. This extensive 
data integration substantially promotes the reliability of the test results.

T01: …I’ve always felt the earlier scoring system missed the mark. It seemed to 
favour those fast speakers, equating speed with fluency, and quite lenient on pro-
nunciation. However, with PTE’s current machine scoring system, as they’ve fed 
more and more data into their AI model over the years, I believe it’s getting stricter 
and more on point…

On the topic of the consistency between the result of PTE Academic and other stand-
ardised language proficiency tests, teachers pointed out the following:

T04: Different tests might have their own focus areas. Just because a student excels 
in PTE Academic doesn’t mean they’ll perform equally well in other tests. However, 
fundamentally, these tests share similarities, which suggests that if you’re good at 

https://www.pearsonpte.com/scoring
https://www.pearsonpte.com/scoring
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one, you’re likely to do well in others too.

RQ2: Washback effects on teachers’ perception and teaching practices

Teachers’ immediate reaction to the test revision

All four  teachers expressed positive attitudes when asked about their initial reactions 
to the reduction in PTE Academic’s test duration and the reasons behind this revision. 
They unanimously welcomed the decision to shorten the test duration to a more man-
ageable 2 h, viewing it as a move toward greater efficiency.

T01: I found it quite tough for students to sit through a 3 h test. The 2 h version 
better suits the fast pace of modern life. It feels more welcoming and efficient. This 
improvement benefits both PTE staff and candidates by saving time. Being able to 
complete listening, speaking, reading, and writing within 2 h, without needing to 
book a separate slot for the speaking test, makes it a great test format!

T03: I was actually quite pleased with the change to a 2 h version because the previ-
ous 3 h test was too long. Many of my students mentioned feeling fatigued during 
the longer test. A lot of them have also taken IELTS and TOEFL and were initially 
daunted by the 3 h PTE, especially those less enthusiastic about English or less pro-
ficient. The shorter 2 h version with fewer questions has been more readily accepted 
by the students.

In addition to their feelings on the test’s shortened duration, the teachers also shared 
their perceptions on the difficulty level of the revised PTE Academic. Three teachers 
believed the difficulty had increased.

T02: My initial concern was that the speaking and writing parts might have become 
more challenging due to the reduction in questions that could be addressed using 
specific test techniques. This means that the test design now places more emphasis 
on questions assessing real language ability.

Conversely, T03 assumed it had become easier, although no explicit reasons were pro-
vided for this opinion.

T03: Before the new version was officially launched, there was considerable debate 
the changes in its difficulty. Given that the 2 h exam features relatively fewer ques-
tions compared to the old version and other exams, I initially thought it might be a 
bit easier for students.

The diversity in teachers’ perceptions of test difficulty suggests potential variation in 
teaching methodologies. These perceptions were not merely a superficial reaction, they 
profoundly impacted their teaching practices. A detailed exploration of how these per-
ceptions influenced their teaching content and methods will be discussed in the subse-
quent section.

Updates of the teaching practices against the new test format

The perceived increase in test difficulty was primarily attributed to the reduction of item 
types that previously allowed reliance on test-taking strategies and answering templates. 
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This modification has shifted the test emphasis towards items that require test-takers 
to rely more on their genuine English competencies. A majority of participants shared 
how this adjustment influenced their teaching practices. Only T01 reported that his 
course structure and teaching content remained largely the same, only introducing stu-
dents to the changes in the test. In contrast, the other teachers adapted their instruction 
to emphasise item types with greater weight—those that cannot be effectively tackled 
only through memorised strategies and templates. This change in focus has indirectly 
improved students’ language abilities in preparation for the test.

T02: I’ve shifted my teaching focus to what I call ‘capability questions’, such as ‘Read 
Aloud’ and ‘Repeat Sentence’ in the speaking part, and ‘Fill in the Blanks’ and ‘Re-
order Paragraph’ in the reading part. These items now carry more weight as they 
assess practical English skills applicable in real-world scenarios, rather than those 
based on test strategies or memorised templates. Once we cover the answering strat-
egies for other question types, we rarely revisit them.

T04: Previously, the ‘Describe Image’ task had around 6 to 7 questions. Now it’s 
about 3. We used to give students various answering templates, but with fewer ques-
tions now carrying less weight, relying on templates can cause student to hesitate, 
affect their fluency and scores. As a result, we now emphasise encouraging students 
to answer questions independently, which naturally helps develop their individual 
competence.

Nevertheless, the fundamental orientation of test preparation courses, which predom-
inantly aim to achieve high scores rather than improve language proficiency, remains 
largely unchanged. This emphasis is understandable given the commercial objectives of 
private training institutions, which are designed to help students receive desired scores 
in a short period.

T02: While the new course design greatly improves student capabilities, it is still pri-
marily exam-oriented and hasn’t fundamentally changed.

T03: …I don’t usually call myself a ‘teacher’, I prefer the term ‘trainer’. Our institu-
tion, and trainers like me, mainly aim to help students quickly achieve high scores. 
While improving students’ abilities is the ideal outcome, our priority is often on 
optimising their performance on tests.

In addition, the new PTE did increase anxiety among students and added to the work-
load for teachers in the initial phase following the revision. However, these effects were 
temporary, subsiding about a month after its official launch.

T01: Most of the feedback I get from students about the new PTE is positive now, 
nearly two years after the changes. But right after the updates, many students were 
really anxious. They were nervous, thinking the test might become much harder. 
Back then, I spent a lot of my time just trying to calm them down.

T03: Many of our students schedule their PTE exams around their plans to study 



Page 15 of 20Wang et al. Language Testing in Asia           (2024) 14:32 	

abroad. The November 2021 changes to the test caused a lot of distress for those who 
needed their results by December. Our team worked overtime, analysing the modi-
fications to understand their implications fully. We even introduced several extra 
open classes to help address the students’ concerns. Fortunately, since PTE generally 
requires a short preparation period, acceptance of the 2 h format became evident 
just a few weeks after the changes were implemented.

Challenges faced by teachers post‑revision

The challenges in teaching following the PTE Academic modifications were not directly 
related to the changes in the test itself. T01, T03, and T04 identified a common issue: 
a shortage of authentic practice materials, particularly for listening. Their teaching 
resources primarily consisted of authentic PTE Academic test papers from past and offi-
cial guidelines. To address these material shortages, T01 successfully sourced alternative 
resources, while T03 and T04 enhanced their teaching with self-designed materials. This 
reliance on materials from previous test papers stressed the nature of test preparation 
courses, which typically focus on “teaching to the test”.

Discussion
This study investigated the face validity and washback effects of the shortened PTE Aca-
demic from the teachers’ perspective. RQ1 examined whether the revised test design 
was perceived as capable of accurately evaluating test-takers’ academic English skills 
required in university settings. The findings indicated that participants broadly recog-
nised PTE Academic as having high face validity, noting satisfaction with the quality of 
the updated test. They observed that the new version effectively simulated academic sce-
narios through its item design. However, they identified a lack of academic authenticity 
in certain items and skills, which did not fully meet the complexity required for future 
academic challenges. Consequently, participants recommended extending the length of 
reading materials to mirror the extensive reading reflected in university courses and sug-
gested adding more subjective item types while reducing those that depend on memo-
risable templates or specific test-taking strategies. These adjustments would provide a 
more thorough assessment of students’ communicative competence and critical think-
ing skills in academic contexts.

We strongly advise test developers to consider these insights, because integrating 
teachers’ input can significantly improve item design and distribution, as supported by 
Al-Adawi and Al-Balushi (2015), Sato & Ikeda, 2015, and So (2014). Moreover, partici-
pants confirmed that the new PTE Academic maintained a valid construct in its assessed 
skills, the same as the predecessor, and seemed to accurately reflect students’ English 
proficiency in test results. Although this perceived subjective validity and accuracy can-
not formally serve as validity evidence, they emphasised the test’s strong face validity 
from the perspective of its test users.

To investigate the washback effects of the revised PTE Academic, RQ2 investigated 
changes in teachers’ perceptions and their teaching practices. It uncovered both posi-
tive and negative washback effects. On the positive side, teachers adapted their teaching 
strategies to focus more on item types that require genuine language competence rather 
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than rote techniques or memorised templates. This shift indirectly promoted students’ 
authentic language use, encouraging them to engage with tasks using their own skills. 
Consequently, the revised test format urged teachers to concentrate on areas requiring 
true English proficiency.

However, most teachers reported ongoing negative washback, consistent with findings 
from prior high-stakes testing research (e.g. Barnes, 2017; Puspitasari & Pelawi, 2023; 
Sayyadi & Rezvani, 2021). These studies indicated that such exams typically led teachers 
to focus on practicing test items and teaching test-taking strategies, rather than devel-
oping students’ actual language skills. Additionally, teachers reported allocating more 
time to skills deemed crucial for test success, particularly listening and speaking, a trend 
also observed in Homran and Asassfeh (2023). Given that most students who enrol in 
the preparation courses primarily aim to achieve high scores rapidly, it is reasonable for 
trainers to maintain a focus on test-oriented approaches, in line with the commercial 
objectives of their institutions.

This study also attempted to illustrate the relationship between face validity and wash-
back effects, demonstrating that face validity significantly influences teaching prac-
tices—a finding confirmed by Homran and Asassfeh (2023) and Jackson (2022). Our 
analysis revealed that robust face validity promotes positive washback. Our participants 
demonstrated a thorough understanding of the objectives of PTE Academic, the specific 
skills assessed by each item type, and the changes in item distribution following the test 
revision. This understanding allowed them to quickly adapt their teaching content and 
focuses to align with the new test format. As noted, the revision sought to decrease the 
number of items that could be answered through test-taking techniques, encouraging 
teachers to prioritise language competence in their instruction, which in turn positively 
enhanced learning outcomes. Additionally, the study observed that teachers mainly 
relied on past test papers and official guidelines for teaching materials to ensure stu-
dents were thoroughly familiar with the test items and grading policy, a behaviour also 
reported by Homran and Asassfeh (2023). While this “teaching to the test” approach is 
often critiqued, it stresses the importance for test developers to supply comprehensive 
official practice materials and clear guidelines to facilitate straightforward and effective 
test preparation (Zuhairoh et al., 2024).

Conclusion
This study explored the face validity of the revised PTE Academic from teachers’ per-
spectives and examined the associated washback effects on their teaching practices. The 
findings indicated that the strong face validity of the updated PTE Academic has encour-
aged teachers to improve students’ language proficiency rather than only focusing on 
test-taking strategies. Despite this positive aspect, the fundamental nature of test prepa-
ration courses—primarily oriented towards “teaching to the test”—remained largely 
unchanged. This study further demonstrated that strong face validity clarifies test objec-
tives for teachers, allowing them to tailor their instruction more effectively and, conse-
quently, improve student learning outcomes.

Regarding implications, our findings shed light on the theoretical understanding 
of how changes in test duration affect its perceived validity and subsequent teaching 
adjustments. While the arguments of this study are credible, the relationship between 
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teachers’ perceptions of the test’s face validity and modifications in their teaching prac-
tice requires further empirical validation. From a practical perspective, the results 
emphasise the importance for test developers to consider the broader effects of test 
design changes on teaching and learning dynamics. Incorporating input from teachers 
and test-takers may benefit the test design. It is worth noting that the suggestions pro-
posed by teachers to improve PTE Academic’s test development in the present study 
should be evaluated and investigated further across diverse educational settings to con-
firm their effectiveness and generalisability.

Several limitations of this study warrant acknowledgment. In terms of the poten-
tial biases, concerns about negative washback might not be universally applicable, as 
the majority of participants were exclusively full-time test preparation trainers. Their 
emphases typically prioritised optimising test scores using test-oriented approaches over 
developing authentic language competence. Additionally, the limited number of partici-
pants constrained our ability to perform a formal face validity assessment (Allen et al., 
2023; Nevo, 1985), leading us to rely on subjective impressions that may not fully cap-
ture the complexity of face validity.

To address these limitations, future research could expand the sample size, and employ 
a quantitative approach to more thoroughly explore face validity and its potential influ-
ence on teaching (e.g. Frantz & Holmgren, 2019). Further studies are also recommended 
to broaden the current understanding of how various test modifications affect differ-
ent stakeholders’ perspectives. These studies could examine the impacts of test item 
modifications on teaching quality and student learning outcomes, as well as including a 
broader range of stakeholders, such as test developers, programme administrators, and 
policy makers, into the observation (e.g. Bukh et al., 2022; Terasawa et al., 2024; Xu & 
Liu, 2018).
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